Prompts 101: Introduction

This introductory course seeks to make users aware of the utilities of Large-Language Models (LLMs) and introduce the following techniques/prompt patterns that can help them leverage the power of LLMs for their professional and personal utilities:
NOTE: This session assumes that you have either no prior knowledge or have used a LLM, like ChatGPT, a few times.
1.) Persona Pattern
2.) Few-shot
3.) Audience Persona Pattern
4.) Question-Refinement Pattern
5.) Game-Play Pattern
6.) Tail-ending
Prompts used in real-time during the session have been provided as a starter reference. Please feel free to use them as templates for your own prompt journey.

Sample Prompts:

1.) Persona Pattern: I need you to be a talent scout cum career advisor and help me identify a few professional organizations which I can join to burnish my Data Science credentials. 
Also, take some time to generate the response, do let me know if they've any volunteer opportunities where I can use my skills from MS in Data Science to contribute to ongoing projects. 
Concurrently, provide me the links so that I may do my own due diligence.

2.) Audience Persona Pattern: Explain Large-Lnguage Models to me. Assume I am Abraham Lincoln.
Explain Jujutsu Kaisen to me. Assume I am Shakespeare.
Explain the significance of Transformers for Large-Language Models and NLP in general. Assume I am a fashion designer.

3.) Game-Play Pattern: going to play a game involving prompt engineering. The underlying goal of the game is to improve my prompt engineering skills. 
You will ask me a question or give me a task, and I've to come up with a suitable prompt to solve the said task. 
The tasks or questions should have a logical/critical reasoning or programming aspect. 
However, we're not writing a full-fledged source code for task involving a coding requirement.
After my prompt, you are to evaluate my prompt and assign it a score from 0-10. Concurrently, you'll also suggest improvements to improve my prompting skills. 
You will continue asking me questions until I explicitly tell you to stop.
If everything is clear, proceed to ask/assign me the first question/task.

4.) Question Refinement Pattern: I am going to ask you a question. Before answering the question, suggest a better version of the question and ask me if it looks good. 
Continue this process until I sign-off on the question. 
After receiving the sign-off, proceed to comprehensively answer the question.

5.) Few-shot Pattern: Consider the following examples:
Claim: When it comes to modern day anime, Jujustsu Kaisen has no equal.
Verdict: Subjective
Claim: 2+2 =5
Verdict: False
Claim: Anything multiplied by zero becomes zero.
Verdict: True
My next prompt will follow the pattern mentioned above by providing you with a claim and you're going to come up with a verdict. Is that clear? 

Consider the following example:
Action: Applying for a job.
Check Requirements: Do you have a Resume? Do you have a cover letter?
After check: If yes, proceed to application. If no, prepare materials mentioned in "Check Requirements"
Additional steps: Enhance the materials to increase the probability of success.
Result: Successful placement
In the next prompt, I'll provide either an action or a scenario, and you'll respond accordingly.







Practice Problems:
1.) Improve your prompting skills: Initiate a game by asking ChatGPT, or any LLM, to assign you a task or ask you a question for which you’ll need to generate a prompt. Then, get the LLM to score your prompt on a scale of 0-10 in terms of clarity & effectiveness. 

Your initial prompt should also ask the LLM to generate a refined version of the prompt and suggest improvements. Lastly, the model must continue to ask/assign questions/tasks unless you explicitly command it to stop.

Each question/task should have a critical reasoning aspect for this exercise.

2.) Imagine yourself to be a famous historical personality of your choice. Get ChatGPT, or any LLM, to explain modern phenomena like social media, AI, etc., to you in parlance reflective of your chosen personality’s time.

Optional Practice Problems (LLM generated):
1. Persona Pattern
Exercise: Choose a specific domain or problem area, such as travel planning, and create a persona for a potential user of an AI-powered travel assistant. Define the persona's characteristics, including demographics, preferences, and pain points related to travel planning. Based on the persona, develop a set of prompts for the AI assistant to provide personalized travel recommendations and assistance. Use a language model to generate example responses for the prompts, showcasing how the assistant would engage with the persona.
2. Few-shot
Exercise: Identify a domain where few-shot learning could be beneficial, such as customer support ticket classification. Create a scenario where an AI system needs to classify incoming support tickets into different categories. Develop a set of prompts that present the system with a few examples from each category and ask it to generalize and correctly classify new tickets. Use a language model to generate example responses for the prompts, demonstrating how the system could utilize the provided few-shot examples to organize incoming tickets accurately.
3. Audience Persona Pattern
Exercise: Select a specific industry, such as fashion retail, and create an audience persona representing a target customer group (e.g., fashion-conscious millennials). Define the persona's characteristics, preferences, and needs related to the industry. Task the students with generating prompts that an AI-powered personal stylist could use to provide fashion recommendations and styling tips tailored to the persona's preferences. Utilize a language model to create example responses for the prompts, showcasing how the personal stylist would interact with the audience persona.
4. Flipped Interaction Pattern
Exercise: Choose a subject area like language learning and create a scenario where an AI language tutor assists learners in practicing vocabulary. Design a set of prompts that the AI tutor can use to engage learners in interactive language exercises, such as word associations or sentence completion. Ask the students to develop prompts that elicit specific language responses from the AI tutor, encouraging learners to engage and learn from the AI system's feedback actively. Use a language model to generate example responses for the prompts, demonstrating the AI tutor's interaction with the learners.


